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Abstract
Social workers can use artificial intelligence tools to streamline and enhance 
many steps in the research process. AI can quickly and efficiently curate research 
questions, identify relevant studies, synthesize prior research and identify gaps, 
gather and analyze data, and compose research findings and conclusions. Des-
pite AI’s impressive capabilities, its responses are not necessarily accurate, com-
plete, or free from bias. This article explores the ethics of responsible use of AI in 
social work research through the lenses of accuracy, honesty, and anchoring bias. 
Anchoring bias refers to a person’s tendency to over-rely on initial pieces of in-
formation that they receive, potentially discounting or ignoring other informa-
tion that could confirm or disconfirm the veracity of the initial information. To 
mitigate this bias, social workers should think critically about AI-generated out-
puts, rather than over-relying on the first information they receive. This article 
provides social workers with strategies to mitigate the anchoring effect when 
they use AI in various stages of social work research: understanding AI’s limita-
tions, nurturing awareness of anchoring bias, asking critical thinking questions to 
evaluate the accuracy of AI outputs, and employing other strategies to verify the 
accuracy and reliability of AI outputs. While AI can be a valuable research tool, 
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social workers should remain ethically responsible for the rigor of their research 
methods and the veracity of the findings they report. 
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Introduction
Social work researchers (SWRs) may employ artificial intelligence (AI) in various 
facets of the research process to enhance its effectiveness, reliability, and effi-
ciency (Butson & Spronken-Smith, 2024; Chubb et al., 2022). AI has the capacity 
to identify, gather, and analyze large and complex quantities of data in real time. 
Its advanced algorithms can manage complex multivariate datasets and uncover 
patterns or relationships that traditional research methods might overlook. 
However, AI has limitations: it may omit relevant information, fabricate or mis-
construe data, or rely on biased, unreliable, or invalid research findings (Chubb et 
al., 2022). This article explores the risks of “anchoring bias” when SWRs use AI to 
facilitate research processes. Anchoring bias is a psychological bias that arises 
when individuals rely disproportionately on the first piece of information intro-
duced to them (Tversky & Kahneman, 1974).

This article begins with a description of the nature of the anchoring bias, in-
cluding research on factors contributing to this bias. The second section, Re-
search Integrity and AI, explores how anchoring effects specific to AI use may 
lead to ethical issues when designing and implementing research processes. The 
third section delves into various stages of the research process, describing how AI 
may lead to anchoring bias in each stage and providing practical strategies for 
combating such bias. The final section discusses the implications of AI and an-
choring bias for research integrity, offering guidelines for SWRs seeking to re-
sponsibly incorporate AI in their work.

The Nature of the Anchoring Effect
The anchoring effect, coined by Tversky and Kahneman (1974), signifies the tend-
ency of initial pieces of information received by individuals to disproportionately 
influence their beliefs or judgments. This cognitive bias arises when individuals 
overvalue the initial information, leading them to dismiss or undervalue new in-
formation that might conflict with the initial anchor (Furnham & Boo, 2011). By 
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relying on the initial information without further analysis, anchoring acts as a 
mental shortcut, allowing people to avoid complex reasoning and make more 
simplified judgments. Although this mental shortcut entails less time and en-
ergy to make decisions, it means that individuals are overlooking additional 
factors and not questioning the validity of the anchored information (Furnham & 
Boo, 2011).

Research has identified several factors affecting vulnerability to the anchor-
ing effect, including mood, subject matter expertise, personality traits, cognitive 
ability, and the perceived credibility of the anchoring information. Specifically, 
individuals are more prone to anchoring under the following conditions.

■ Non-experts are more likely to rely on anchors than those with signifi-
cant subject-matter knowledge (Englich & Soder, 2009).

■ Individuals experiencing sadness are more susceptible to anchoring 
compared to those in happy or neutral moods, particularly among indi-
viduals who are not subject-matter experts (Englich & Soder, 2009).

■ Individuals with high conscientiousness, agreeableness, or low extraver-
sion personalities tend to be more prone to anchoring (Furnham & Boo, 
2011).

■ Individuals with lower cognitive abilities are more likely to be influ-
enced by anchoring effects (Bergman et al., 2010).

■ When anchoring information has been widely cited in other sources, 
they are perceived as more credible, leading to greater anchoring, even 
if the information is inaccurate (Bornmann et al., 2023).

There is mixed research on particular factors affecting anchoring bias, including 
the effectiveness of warning individuals about the potential inaccuracy of the ini-
tial information they receive (Furnham & Boo, 2011). Moreover, there is little re-
search on anchoring effects specific to AI-generated information (Lee et al., 
2022). For instance, how do individuals differentiate between “right-looking an-
swers” and “actually right answers” when deciding whether to rely upon AI’s re-
sponses? Further research on anchoring effects with AI is certainly needed.
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Responsible Conduct of Research and AI Use in Various Stages of the 
Research Process
Responsible conduct of research (RCR) refers to practicing research in a manner 
consistent with professional and scholarly ethics, including the principles of hon-
esty, transparency, respect, accuracy, and accountability. RCR fosters a culture of 
integrity and scientific rigor in research, enhancing public confidence and sup-
port for scholarly research (National Institutes of Health, 2024). Various govern-
mental organizations, universities, and research institutes promote RCR through 
training that not only provides researchers with information about what these 
principles mean, but also empowers them with critical thinking, attitudes, and 
moral courage to put RCR into practice (Cicero, 2021; Hoven et al., 2023). For 
SWRs, RCR aligns with the core values of the profession, including professional 
integrity, ethical use of technology, the inherent dignity of all people, and confid-
entiality (International Federation of Social Workers, 2018; National Association 
of Social Workers, 2021).

When SWRs use AI to assist with research, it is incumbent on them to con-
sider how their ethical duties apply in each stage of the research process. For in-
stance, when formulating research questions SWRs can use AI to brainstorm re-
search ideas, explore gaps in existing literature, or explore potential biases in 
their research questions. When conducting literature reviews, SWRs can use AI to 
identify relevant research, assess its quality, and create visual maps to identify 
connections between various articles. When selecting research methods, SWRs 
can ask AI to critique proposed methods, suggest methods, or explore ways to 
improve methods in relation to inclusivity, validity and reliability of measure-
ment tools, sampling bias, or other specific research factors. When conducting 
qualitative data analysis, SWRs can use AI to transcribe interviews, code data, 
identify themes, create network graphs or other visualizations to demonstrate 
correlations between themes, and write drafts of the findings (Anis & French, 
2023; Nashwan & Abukhadijah, 2023). When conducting quantitative data anal-
ysis, AI may be used to clean data, automate descriptive and inferential calcula-
tions, and execute complex statistical models to test particular hypotheses (But-
son & Spronken-Smith, 2024).

While AI can support various research functions, the answers produced by AI 
are not necessarily accurate or true (Butson & Spronken-Smith, 2024). The notion 
of accountability in RCR suggests that researchers, not AI, are accountable for the 
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accuracy and truth of the research finding. Accordingly, when SWRs are deter-
mining whether and how to use answers provided by AI, they need to avoid an-
choring bias. In other words, they should not assume the veracity of AI’s initial an-
swers. Rather, SWRs should consider what steps may be necessary to confirm or 
reject AI-generated outputs.

Mitigating Anchoring Bias
To mitigate anchoring bias and ensure the integrity of their research, SWRs 
should take deliberate steps to evaluate the veracity of results generated by AI. 
Broadly speaking, these steps may include actively questioning and reassessing 
the initial information, checking the original sources that AI used to develop its 
responses, and cross-checking the outputs with other sources.

To guard against anchoring bias, SWRs should be aware of the ways that 
mood affects anchoring. Research indicates that individuals in sad moods tend to 
experience higher anchoring effects (relying on first-introduced information de-
spite receiving disconfirming information afterward); individuals in happy 
moods have lower anchoring effects tending to give higher credence to discon-
firming evidence rather than simply relying on first-introduced information (En-
glich & Soder, 2009). Mood effects are lessened when individuals view them-
selves as experts in the subject area. In other words, regardless of one’s mood, 
SWRs can mitigate anchoring bias by viewing themselves as professionals or ex-
perts who do not simply rely on the first information they receive from AI. When 
SWRs feel rushed, pressured, lazy, or tired, they may be more prone to unethical 
behavior (Ahmad et al., 2023; Cicero, 2021; Spoelma, 2022), including the possi-
bility of relying on the first information they receive from AI rather than ensuring 
its accuracy. Accordingly, it is important for SWRs to be aware of their moods and 
levels of relevant expertise, and take proactive steps to mitigate anchoring bias.

The following sections provide more detailed strategies for mitigating an-
choring bias at particular stages of the research process. 

Research Questions
One of the first steps in the research process is formulating a research question, a 
query that clarifies the focus of the research and guides decisions related to re-
search design, methodology, and analysis (Rubin & Babbie, 2025). SWRs may use 
AI to brainstorm research questions, identify gaps in existing research, or critique 
drafts of proposed questions. For instance, SWRs might use AI prompts such as:
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■ Generate 10 options for research question ideas related to the effective-
ness of narrative therapy for individuals with gambling addictions.

■ Analyze existing literature on psychosocial assessments for individuals 
affected by childhood trauma. Identify gaps in the literature and sug-
gest specific, actionable research questions to address these gaps.

■ Please improve the research question to ensure clarity, neutrality, and 
feasibility: How do SWRs help clients with cognitive disabilities address 
social stigma in employment settings?’

When determining whether and how to use AI-generated responses, SWRs can 
mitigate anchoring effects by viewing the responses with a healthy degree of 
skepticism (Lee et al., 2022). For instance, it is essential to consider AI’s sources of 
information, the scope of prior research it considered, and the research it might 
have overlooked. For the question about gambling addiction, did AI source in-
formation about effective interventions from a single country or across multiple 
locations? Regarding the question about childhood trauma, did AI analyze genu-
ine scholarly research or did it fabricate articles or misinterpret data? For the 
question about clients with cognitive disabilities, did AI adequately consider cul-
ture, religion, socioeconomic status, and other aspects of human diversity?

One strategy for mitigating anchoring effects is brainstorming research 
questions without using AI, and then asking AI for critique or recommendations. 
By brainstorming first, SWRs may open their minds to a broader range of re-
search ideas informed by their own knowledge, experience, and creativity. AI’s 
suggestions can then be used to expand the options for research questions, as 
well as to refine ones that seem particularly relevant or promising. Another miti-
gation strategy is to engage AI in a series of follow-up inquiries. Assume that AI 
has critiqued a research question based on culture and ethnocentrism. You could 
then invite AI to critique the research question in relation to sociocultural status 
and bias. A third mitigation strategy is to engage AI as if it were a research assis-
tant, particularly one that is eager to answer questions but somewhat prone to 
errors and in need of guidance and supervision. If AI provides a critique of a re-
search question, for instance, ask AI to provide its rationale. Rather than simply 
relying on AI’s initial response, jointly explore whether the proposed question 
meets certain criteria that you deem important: To what extent does the research 
question build on prior research, to what extent is the research question impor-
tant to the community or population that I am serving, and to what extent does 
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the research question lend itself to a feasible research project (taking time, costs, 
and ethical issues such as privacy and informed consent into account). By adopt-
ing mitigation strategies, SWRs can use AI to develop effective research ques-
tions while maintaining oversight and avoiding undue influence from AI’s initial 
responses.

Literature Reviews
The purposes of literature reviews include laying the foundation of knowledge to 
inform the research, identifying gaps and limitations in existing studies, provid-
ing theoretical support and rationale for the research, and determining what 
type of lines of research can best build on prior studies (Rubin & Babbie, 2025). 
SWRs may use AI to search for relevant theories and research articles, summarize 
and synthesize information from specific articles, and develop visual representa-
tions of theories and research findings (Butson & Spronken-Smith, 2024; Tauch-
ert et al., 2020; Scite.ia, n.d.). SWRs should be aware of the constraints of the spe-
cific AI tools they are using, including the source of each tool’s data. AI tools such 
as Scite.AI (n.d.) have been developed specifically for scholarly research pur-
poses, ensuring that articles are sourced from peer-reviewed, reliable databases. 
ChatGPT (n.d.) and other AI programs may draw from non-scholarly sources, 
making them more prone to errors, omissions, biases, and fabrications. Many AI 
tools allow one to request information to be drawn from particular types of 
sources. Regardless of which AI tools are used to facilitate literature reviews, 
prudent SWRs can exercise a reasonable standard of care by asking AI to cite its 
sources and reading the original articles to ensure the veracity of AI’s responses.

By asking AI to identify and summarize particular theories and research arti-
cles, SWRs can efficiently identify relevant materials (Butson & Spronken-Smith, 
2024). Although AI’s responses may appear accurate and complete, SWRs should 
remind themselves of AI’s limitations. To guard against missed articles, SWRs can 
supplement AI searches with queries in traditional scholarly databases and use 
AI to summarize identified studies. They can also read original versions of the 
most relevant articles to check the accuracy of AI’s summaries or use AI tools with 
different databases to cross-check their findings. To guard against bias, SWRs 
can reflect on the language used by AI, including whether it is inclusive of individ-
uals and groups from diverse backgrounds. For instance, SWRs might ask AI to 
clarify the methods, sampling, and underlying theories used in particular stud-
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ies. To ensure that AI has considered multiple viewpoints, SWRs could ask AI to 
provide a matrix of research highlighting different perspectives and then pose 
follow-up questions to identify additional perspectives.

When deciding whether to rely on AI-generated information, individuals 
often gravitate to information that aligns with their preexisting beliefs. Thus, it is 
important for SWRs to critically evaluate AI-generated content, regardless of 
whether it confirms or disconfirms their prior beliefs. Assume that a social 
worker initially believes that poverty is a primary cause of child neglect, but an 
AI-generated literature review suggests this correlation is not true. When check-
ing the accuracy of AI’s information, the social worker should not allow their orig-
inal beliefs to interfere with their critical analysis of AI’s findings (Lee et al., 2022). 
By maintaining awareness of their assumptions or biases, SWRs may prioritize 
evidence-based assessments and rational thinking processes to check the accu-
racy of AI-generated information. To mitigate anchoring bias, SWRs should regu-
larly ask themselves, “What if my original beliefs are true?” and “What if my orig-
inal beliefs are untrue?” This mindset encourages open, balanced evaluation of 
personal beliefs, AI-generated information, and other sources of information.

Research Methods
When selecting research methods, SWRs should ensure that their research 
design effectively addresses the research questions and objectives (Rubin & Bab-
bie, 2025). Key decisions include sampling size and procedures, methods of gath-
ering information, and valid tools for measuring independent and dependent 
variables. Experimental design, for instance, incorporates methodologies such as 
random assignment, control groups, and pre/posttests, enabling researchers to 
assess whether independent variables are having significant effects on depend-
ent variables. But what if AI has a bias toward suggesting experimental design 
when other approaches might be more appropriate?

Consider a social worker evaluating the effectiveness of a novel intervention. 
The researcher asks AI to suggest a research design, including whether the study 
should employ qualitative or qualitative, what evaluation measures to use, and 
how to ensure an unbiased sample. While AI can certainly answer these ques-
tions, its responses will not necessarily reflect scientifically sound or contextually 
appropriate methods. AI may misinterpret the social worker’s prompt or fail to 
take factors specific to the social worker’s research topic into account (e.g., the 
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cultural and socioeconomic backgrounds of the research population). Further, 
AI’s suggestions may not be ethical or feasible (e.g., not taking risks to research 
participants into account or suggesting extremely costly designs).

To mitigate over-reliance on AI, SWRs can develop research proposals with-
out AI and then request AI to provide constructive feedback, suggestions, and re-
finements for their methods. When reviewing AI’s responses, SWRs could criti-
cally analyze AI’s responses with questions such as:

■ Has AI correctly interpreted the research questions?
■ Is AI favoring specific methods based on their prevalence in the sources 

it draws upon, potentially overlooking novel or uncommon methods?
■ Has AI accounted for practical constraints into account such as financial 

costs, risk, informed consent, time limitations, and participant availability?
■ Are AI’s suggestions consistent with scientifically accepted research 

methods?
■ What additional questions could be posed to AI to improve the research 

design and address possible limitations?

When assessing the accuracy and appropriateness of AI’s suggestions for re-
search methods, SWRs should recognize that they have subject-matter expert-
ise. Rather than passively accepting AI-suggested methods, they should consider 
potential errors, omissions, or misalignments with their research goals and eth-
ical standards. When uncertain about particular methods suggestions offered by 
AI, SWRs can ask for clarifications, such as AI’s rationale and sources of informa-
tion used to justify the suggested methods. Suppose that AI suggests multilevel 
modeling (MLM), a statistical technique unfamiliar to the social worker. The so-
cial worker could ask AI to explain MLM, including how it differs from traditional 
models like linear regression, under what circumstances is it appropriate for hu-
man subject research, and what limitations it entails. By treating AI as a supple-
mentary tool rather than an authoritative source, SWRs can verify its responses 
by consulting established research or statistics texts.

Quantitative Data Analysis
Quantitative data analysis involves examining and interpreting numerical data 
through statistical techniques and mathematical calculations to uncover pat-
terns and relationships between variables in a dataset (Rubin & Babbie, 2025). 

MITIGATING ANCHORING BIAS WHEN USING AI IN SOCIAL WORK RESEARCH

INTERNATIONAL JOURNAL OF SOCIAL WORK VALUES AND ETHICS • VOLUME 22 (2025), ISSUE 2 82



While researchers have long relied on computers to perform statistical analysis, 
AI affords distinct advantages over traditional computer-based methods. Poten-
tial advantages include AI’s ability to handle large and complex datasets, and to 
automate tedious tasks such as error detection, data standardization, and hand-
ling missing data (Butson & Spronken-Smith, 2024). SWRs can also use AI to re-
commend specific types of data analysis based on factors such as sample size and 
data type (e.g., ordinal, nominal, interval), enhancing research efficiency and ac-
curacy.

Although the outputs of quantitative research are typically objective, the 
choice of statistical analyses involves subjective elements (Berger & Berry, 1988). 
When assessing AI-generated recommendations for statistical analysis, SWRs 
should ensure that they align with the research question, accurately reflect the 
story they intend to tell through the data, and adhere to the assumptions under-
lying the suggested statistical tests.

It is vital for SWRs to ensure that they understand the nature of the statistical 
methods proposed by AI, including their strengths, limitations, and alternatives. 
For instance, AI-tools based on algorithms designed for pattern recognition 
would not be appropriate for determining causality (Butson & Spronken-Smith, 
2024). Ideally, SWRs should personally understand the machine learning algo-
rithms that AI employs in statistical analysis; otherwise, they could consult 
trusted AI experts to advise on whether AI’s algorithms are accurately performing 
the intended forms of analyses. To mitigate anchoring effects, SWRs and their AI 
consultants may reflect on the following questions.

■ Does the AI-proposed analysis answer my research question?
■ Is AI correctly interpreting how I am using my variables?
■ What are the strengths and limitations of the proposed analysis?
■ What other statistical methods should I ask AI to consider?

Additionally, AI can be used in other steps of the quantitative analysis process, in-
cluding directly analyzing the data. While AI can reduce the likelihood of human 
errors in quantitative analysis (e.g., data entry and calculation mistakes), SWRs 
should not merely accept AI-generated findings at face value. Instead, they may 
crosscheck AI’s findings by manually recalculating a sample of AI’s findings or us-
ing traditional statistical software (e.g., SPSS and R). They may also remind 
themselves of the value of human intuition and judgment (Butson & Spronken-
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Smith, 2024). Do AI’s findings align with my prior experience, knowledge, and in-
tuitions? If not, what could explain the discrepancies?

Qualitative Data Analysis
Qualitative data analysis refers to the examination and interpretation of non-nu-
merical data to explore themes, patterns, and meanings. Approaches to qualitat-
ive analysis include phenomenology, ethnography, grounded theory, and case 
study analysis (Renjith et al., 2021). To ensure the dependability of the results, 
SWRs can reflect on their beliefs and worldviews to raise awareness of how their 
analyses may be affected by their beliefs and biases. SWRs may use this aware-
ness to foster more accurate and objective analysis (Olmos-Vega et al., 2023).

AI can assist with many forms of qualitative analysis. As with quantitative 
analysis, the advantages of AI for qualitative analysis include its ability to analyze 
large and complex datasets efficiently (Anis & French, 2023; Nashwan & 
Abukhadijah, 2023). SWRs can use specific prompts to guard against biases and 
to enhance the depth of analysis (Butson & Spronken-Smith, 2024). Despite the 
potential advantages of AI, it is vital that humans maintain interpretative con-
trol, checking for accuracy and potential biases in AI-generated findings. SWRs 
should be aware of how their particular AI tool has been trained to evaluate qual-
itative data. AI’s analysis may contain biases due to the way that it has been 
trained and the data used for such training (Christou, 2023). SWRs may need to 
manually analyze a sample of the data to ensure AI is accurately interpreting it 
(Anis & French, 2023). Rather than simply relying on AI’s initial outputs, SWRs 
may compare its results with their own analyses and interpretations. During this 
process, SWRs may ask themselves:

■ Is AI applying different perspectives and biases than I am when 
analysing themes and interpreting the data?

■ Is AI being mindful of relevant cultural contexts and perspectives 
(including the research participants’ values, beliefs, language, and 
worldviews)?

■ What types of algorithms is AI using to interpret the data (e.g., fre-
quency of word use or theme analysis)?

Asking AI to help code qualitative data may allow SWRs to identify key themes 
they may not have identified on their own. By comparing the SWR’s themes with 
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those of AI, SWRs can reflect on which themes most accurately reflect the data 
and perspectives of the research participants.

Conclusion
Advances in AI and natural language processing offer social workers new ways to 
implement technology in many aspects of practice (Goldkind et al., 2023), includ-
ing social work research. To uphold the accuracy and integrity of research find-
ings, SWRs should be aware not only of the ways that AI may augment research 
but also of potential pitfalls. AI itself is not a moral agent, but rather, a tool driven 
by algorithms and the data it has been given to process (Butson & Spronken-
Smith, 2024). While AI can excel at analyzing data quickly and effectively, it lacks 
human qualities such as common sense, the ability to learn from experience, and 
the capacity to understand social and cultural nuances (Anis & French, 2023). Ac-
cordingly, SWRs should exercise ethical judgment and take responsibility for 
mitigating biases, including anchoring effects.

Historically, SWRs have incorporated many digital tools into their work, in-
cluding spellcheck (introduced in the 1960s), data analysis software such as SPSS 
(launched in 1968), and online search engines (popularized in the 1990s) (De 
Amorim, 2013; Duka et al., 2023; IBM, 2018). Although AI may seem unique or 
even scary to some, it is essentially another digital tool that SWRs can incorporate 
across various stages of research. As with other digital tools, SW must remain re-
sponsible for ensuring the validity, accuracy, and reliability of the information 
that AI produces. This includes critically evaluating the sources of AI-generated 
output, properly crediting the original sources and the AI tools used, and rephras-
ing outputs to reflect their unique voice. These practices uphold ethical stan-
dards, avoid plagiarism, and preserve the human component in researcher-AI 
collaboration.

As AI evolves and SWRs find new ways to incorporate AI into their research 
processes, SWRs must remain accountable for their decision making and ensure 
ethical and scientific rigor. While this article has focused on ways to mitigate an-
choring effects of information that AI has generated, SWRs should also adopt 
strategies to improve the likelihood of obtaining valid and reliable outputs from 
AI in the first instance. Choosing an appropriate form of AI is crucial. Although 
some AI tools are not explicitly developed for scientific research, others have 
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been purposefully designed for research tasks such as literature reviews, data 
gathering, and quantitative and qualitative analysis.

Responsible conduct of research not only requires knowledge of research 
ethics, but also the motivation, critical consciousness, moral courage, and prac-
tice skills to implement research ethically (Axt & To, 2024; Cicero, 2021; Hoven et 
al., 2023). Because individuals are particularly vulnerable to anchoring bias when 
they lack expertise, it is important for SWRs to use their expertise when evaluat-
ing the extent to which they should rely on AI-generated information. When ad-
dressing topics beyond their expertise, prudent practice suggests collaborating 
with qualified research partners to vet the accuracy of AI’s outputs.

To guard against potential biases, SWRs should use deliberate strategies to 
raise their awareness and facilitate critical thinking (Axt & To, 2024). One strategy 
is to reflect on questions that challenge potential biases. For instance, what if the 
AI-generated information is not true? What if the opposite were true? And what 
perspectives may be missing in AI’s analysis and response?

SWRs should recognize the importance of how they phrase their questions, 
prompts, or instructions for AI. Even slight differences in wording can lead to 
vastly different outcomes. Prompt engineering–the practice of designing and re-
fining AI instructions–plays a vital role in enhancing the accuracy, relevance, and 
depth of AI outputs (Wang et al., 2024). AI prompts should provide clear guid-
ance, including the particular analysis or outputs requested, the context of the in-
quiry, and relevant data sources or analytical processes to be used. Just as SWRs 
are trained to communicate in a manner that accommodates their clients’ lan-
guage, culture, and cognitive processes, they should also tailor their AI-instruc-
tions to align with AI’s “language,” logic, and artificial cognition and neural net-
work processes.

Moving forward, it will be important for researchers to study the effective-
ness of various AI tools to facilitate specific research functions. Researchers 
should also study how SWRs and other researchers can use AI in an ethically re-
sponsible manner, mitigating anchoring effects and ensuring the integrity of 
their research. After all, the purpose of scientific research is not simply to gener-
ate new knowledge, but to generate valid, accurate, and reliable knowledge.
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